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Once upon a time there was only drstribution, the familiar centra, and it was monopolised
by the Null Hypotheses (the Nulls), the high psiest Significance Land. The Alternative
Hypotheses (the Alts) felt unjustly neglected,h&y tdeveloped the noncenttadlistribution to
break the monopoly, and provide useful functiornsrésearchers—calculation of statistical
power, and confidence intervals on the standardeféett size Cohentd | present pictures from
interactivesoftwareto explain how the noncentraldistribution arises in simple sampling, and
how and why it differs from familiar, centrdl Noncentralt deserves to be more widely
appreciated, and such pictures and software shhelg make it more accessible to teachers and
students.

ONCE UPON A TIME

Once upon a time, many long years ago, there whsame t distribution. It was the
familiar symmetrict distribution with a single parameter, tegrees of freedorfdf). The Null
Hypotheses (the Nulls), who were the high priastSignificance Land, had a monopoly on this
distribution. The Nulls tended to be grumpy becamsxst of them had the very uninteresting
valuep, = 0, and also because—although they tried to kieigpquiet—almost all of them were
false! Furthermore, although researchers constamityked Nulls, they seemed to be interested
merely in rejecting them. Little wonder that moral@ong Nulls was low, and that they guarded
their monopoly on the onlydistribution jealously!

One day several smart young Alternative Hypothe@dss) were discussingheir
predicament. There were many more Alts than Nuly] the Alts tended to be much more
interesting and lively than the cantankerous oltldN@Its tended to have interesting valugs (
values) and they were proud of the fact that maity Wwere actually true! Surely, researchers
should be much more interested in finding tpyevalues, knowledge that could have practical
use in the world, or could perhaps give strong supi@ a scientist’'s theory? There were a few
enlightened researchers who used estimation anfideone intervals (Cls) to make their best
estimate of true effects (Cumming and Finch, 20B6), most researchers still seemed interested
only in examining a Null and hoping desperatelyt tieey could reject it—as if this told them
anything specific about what was actually true!

One especially smart Alt had been watching the Ne#irefully; she wondered whether
the Nulls received so much attention because af thaistribution. Researchers seemed totuse
values all the time, and students, as part of timgluction into the weird significance rituals
declared compulsory by the high priests, were gil@s of instruction about using the
distribution. Perhaps, if Alts could invent sometsaf t distribution to suit their wonderfyla
values, the monopoly of the Nulls would be brokand researchers might take Alts more
seriously? The Alt think-tank thought this an ekae idea. Soon they had developed what they
called thenoncentralt distribution, in contrast to the Nulls’ ordinarida@entralt distribution.

The think-tank did a great job. Noncentralis asymmetric, and thus much more
interesting to behold. As well &K, it has anoncentrality parametefA, whose value depends on
Ma Or, more precisely, orug — Ho), the difference betwegn, and the null hypothesised value.
Cool young Alts took to carrying their own noncatrdistributions with them, clearly visible in
the shape of their backpacks. The think-tank desighe new distribution to have at least two
really useful functions. First, unless you know gupulation SDo—and you rarely do—then to
calculate statistical power it is necessary to fard area under the noncenttadistribution.
Second, if you use Coherts a simple and very useful standardised effect siegasure, you need
to use noncentral and an iterative computer procedure, to calcudad®® on youd value.

Alas, even those valuable uses were not suffidi@nthe new distribution to be a best-
seller. Perhaps the Nulls were too entrenchededigps the Alts did not have sufficiently clever
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media relations? The beautiful, intriguing, andfulseoncentrak distribution was rarely taught to
students, and remained little-known among reseescl@imming and Finch (2001) did help, by
describing noncentrdl with formulas and pictures, and explaining howetmits calculation of
power, and Cls od values. They also provided software to help peegfdore noncentraland
its uses:ESC| Exploratory Software for Confidence Intervalsww.latrobe.edu.au/psy/esci
ESClruns under MicrosofExcel Further descriptions of applications of noncdrtrasere given
by Kline (2004) and Grissom and Kim (2005).

PICTURES TO EXPLAIN HOW SAMPLING GIVES NONCENTRAL

Cumming and Finch (2001) did not, however, explaividly and graphically how
noncentrak arises from simple sampling. | believe | now haieures and software that can do
that. Consider the simplest sampling situation:efedndom samples of sinefrom a population
that is normally distributed, with meanand SDog. Our sample has medn and SDs. We can
test hypotheses about (for example, the hypothesjs = ) by using as a test statistic, if we
assumes is known:

z= (M —pw)/(o/n) (1)
or, if we assume is not known:
t =M —pn)/(shn). 2)
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Figure 1: The simulation after taking 208 sampéegh of size n = 6, assuming the Null Hypothesis [(H
= W) is true, so that sampling is from the left popiokain the upper panel, which has= 40,0 = 16. The
middle panel shows the dot plot of sample meanarid,the sampling distribution of M, which is normal
The lower panel shows the dot plottafalues, and the (centradljlistribution, which has df=n—-1=5. The
six open circles are the data points of the laastple; their M value (51.4) is marked by the latge
(arrowed) in the middle panel, and the correspantiimlue (2.93) by the large triangle (arrowed) ia th
lower panel. For that sampkehappens to be 9.5, much less than

Figure 1 shows the simulation after a run of sag)pdssuming kis true. The middle
panel shows the familiar sampling distributionhdf The horizontal axis in the lower panel is
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marked in units of population SE, whichdé/n, either side ofl,. This panel displaysvalues for
each sample, calculated using Equation 2. The aiioal uses colour, and has numerous controls
that allow setting of parameter values, controlsampling, and display (or hiding) of many
aspects of the display. If the control for ‘assumienown’ is clicked on, the lower display shows
z values, and the dot plot and curves are identecéhose in the middle panel. If clicked off,
values are displayed, as in Figure 1. Clicking nd eff repeatedly shows dynamically how the
centralt distribution compares with the corresponding ndrdistribution. A sample size of 6 is
used here, to highlight the fat tails of the cdntdistribution wherdf is very small.
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Figure 2: The simulation after taking 209 sampéegh of size n = 6, assuming the Alternative Hypsith
(Ha: 1= pa) is true, so sampling is from the right populatinrihe upper panel, which hass 65,0 = 16.
The middle panel shows the dot plot of sample mégrend the sampling distribution of M, which is
normal. The lower panel shows the dot plot of M= o)/(shn) values, and the noncenttalistribution,
with df = 5 and noncentrality parameter (U — Ho)/(0/n) = 3.83. The latest sample has M = 60.5,
marked by the large dot in the middle panel (ardjwe = 7.28, and t = 6.9 (the large triangle i fibwer
panel, arrowed).

Still referring to Figure 1, it is useful to thif z, in Equation 1, as measuring how Far
falls from o, in units ofa/Vn. These units are constant—they do not depend grsample
value—and so can be used to mark the horizontaliaxhe lower panel. If ‘assun@eknown’ is
on, the lower panel thus platvalues. Contrast this within equation 2, which measures how far
M falls from o, but in units of s/n. The tricky thing is that these units are différéar every
sample, becausevaries from sample to sample. Consider the |a@stple, whos& andt are
marked in Figure 1 by large symbols, and arrowsaBees for that sample happens to be small
(9.5, much less tham = 16),t is much larger thamwould be for that sample. Now, consider that
the sampling distribution of? has the shape of th¢ distribution, which has strong positive
skew, especially for lowdf. The sampling distribution of thus also has positive skew, meaning
that a majority of values are less than the medngctwis approximatelyo. Therefore, many
samples have smadland, correspondingly, largesalues—and that is why centrtahas fat tails!
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In print this argument seems tortuous, but workaiidp the interactive simulation makes it much
more vivid and convincing.

In Figure 1, sampling is from the distribution aewk onp o andt is measured from o, SO
the distributions in the lower panels are symmetncFigure 2, by contrast, althoughs still
measured fronp,, sampling is from the distribution centred pg If ‘assumeo known’ is on,
once again the distributions bfin the centre panel azdn the lower panel are normal, and thus
symmetric. However, if ‘assume known’ is off, t values calculated using Equation 2 are
displayed, and each is strongly influenced by shaf its sample. This influence is especially
strong because is measuring the distance from, a considerable distance fropy. The
distribution oft values shown lower right in Figure 2 thus hasdargriance. Moreover, because
manys values are small, there are many largalues and the distribution is asymmetric and has
a long fat tail to the right —that being the sideposite top,. Once again, controlling the
simulation, examining the points for individual gales, and seeing the curves grow as more
samples are taken, all give a much clearer appi@cithan this description in words can give.

THE BEAUTY OF NONCENTRALt

About 20,000 cells in the Microsoft Excel spreadthare needed to calculate the
noncentralt distribution displayed lower right in Figure 2.i$t pleasing to watch the sampling
process give a pile afvalues that always, whatever parameter valueseteeted, approximately
fits the displayed curve. Noncenttarises naturally from simple sampling when theig\true—
which in practice is very often.

One important feature of the simulation seems tothm sampling from the Alt
distribution (Figure 2) is compared directly withnspling from the Null distribution (Figure 1).
Another is that marking the lower axis in unitsasfn permits direct comparison of the normally
distributed sampling distributions ™ in the middle panel with thedistributions in the lower
panel.

Noncentrak takes on a wide range of shapes, with the dedgrasymnmetry varying with
both df andA, which in turn depends on the distance frpgrto pa. It approaches the normal
distribution in shape, as (and thereforalf) increases, but it does so very slowly, as Cumming
and Finch (2001) explained and illustrated. Itesessary for the calculation of power, and Cls on
Cohen’sd values. Noncentralis an important distribution: The Alt think-tartat designed it did
a fine job! Noncentral deserves to be more widely appreciated, and mgreqce is that these
pictures and the interactive simulation can hel ghat appreciation.
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