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Nowadays one shouldn’t ignore the use of compinestatistics, the main reason being that they
are faster and more reliable. Almost all statisticaftware computes the p-values; therefore
students and researchers can take their decisiohslmased on its “usual” value, 0.05. If the p-
value is lower than 0.05 then the null hypothesesfstatistical test is “simply” rejected by the
computer. Do users ask about the meaning of tHisvace output? If we are testing statistical
hypotheses we have the null hypotheses testedsagdiarnative hypotheses. Do users think
about them? Since the decisions are based on sagnphe statistical tests decisions involve
uncertainty and so two types of errors can be mBaeusers think about them? A questionnaire
was constructed and given to students and reseegdheorder to make a first approach about
these subjects.

INTRODUCTION

At the present we can't ignore the use of computermake statistical calculations and
the main reason for their use is that computatioesome unavoidable since almost all the
statistical software computes “everything” and tsers of software should always care to ask
about the statistical meaning of what they are glofdne of the simplest statistical calculations
that there is software for, is testing statisticgbotheses nevertheless this is a difficult subject
deal with.

When we begin to speak about testing statisticpbtheses we have to say that in these
tests we have two kinds of hypotheses: the nulbthgsis that refers to the hypotheses that we
wish to test (denoted by,Hand an alternative hypotheses (denoted Py IH parametric tests,
for instance, the null hypotheses refers to a i parameter will always be stated to specify
an exact value of the parameter, whereas the atteenhypotheses allows for the possibility of
several values or their ranges. The null hypothesag be true or false, and, when testing it, we
can either reject it or not. If we do not rejeat thull hypotheses, it means that the sample does
not give enough evidence to refute it. On the otteaerd, rejection of the null hypotheses means
that the sample evidence refutes it. Thereforectigin means that there is a small probability of
obtaining the sample information observed whenfait, the hypotheses is true (Walpole and
Myers, 1993). Sometimes either students or reseesdmd it difficult to establish either null or
an alternative hypothesis, because both the statisinference logical reasoning and
interpretation are difficult (Batanert al, 1994 and Vallecillos and Batanero, 1997). Howgeie
is usual to see many researchers paying too mtehtiah to the hypotheses tests computations
and forgetting the magnitudes of the effects threytigying to investigate.

Since the decisions are based on sampling, thststal tests involve uncertainty and so
two types of errors that can be committed. Let efiné a as the level of significance as well as
the P (type | error) = P (rejectbHH, is true) and@ as the P (type Il error) = P (do not rejeet|H
Ho is false) (Hawkingt al.,1992). Usingx and knowing the statistical test law, the criticagion
(CR, the region whereHs rejected) and the acceptance region (AR, th@mewhere H is not
rejected) may be established. Computing the tasisst (TS) for a sample we do not rejegtiH
TS O AR and we reject Hif TS 00 CR. Usually thex value is pre-selected in an arbitrary way
when statistical hypotheses are tested. On the dthed, the p-value is the lowest value of
probability at which the observed value of the $Significant, that is the probability at whicly H
may be rejected.

Using computers for hypotheses tests may producawomation effect” in the use of
the p-value to make decisions. This is reportesoime papers and degree projects (Pimenta and
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Batanero, 2005). In many internet statistical agpl@uckworthet al., 2005) we can do a
hypotheses test and we can compute the p-valugndtance, about the mean of a variable that
has a normal distribution with a known variance.tiiis point a question is raised: do statistical
tests users ask about the meaning of the softwarktbe internet statistical applet output? When
a linear regression adjustment is made, or a Studest, or a non-parametric test, or any other
test, we are testing statistical hypotheses, andamenot forget it. However, some students (or
even some researchers) only ask: is p-value lowaer 0.05 (thex value usually considered)? If
the answer is yes, they decide that they can rejgdbased only in the predefinedvalue, and
forgetting “how lowest” is this p-value.

The debate raised by those questions is includedkiroader one; the controversy about
the suitable use of statistics has recently ine@asnong professional organizations such as the
American Educational Research Association or theeean Psychological Association. Those
associations propose important shifts in theirceiit policies regarding the use of statistics and
are recommending better use of statistical langimgeiblished research. For instance, research
journals in medicine such as tHgritish Medical Journalor Statistics in Medicinehave
highlighted the poor quality of methodology andistecs in medical research. This debate is also
reflected in research journals of psychology, addcation (Batanero, 2001). What do they say
about decisions taken based only in p-value? Theyary poor, with no methodological and
general questions, and if the conclusions do redtidie the meaning of the size of effects they do
not have good acceptance in many cases. Also hgcé#m Task Force on Statistical Inference
(Wilkinson, 1999) published a paper about thosestjmes and the publishing editors decided that
revisions must also refer to methodological questicAmong other aspects, they suggested to
publish the exact p-value, the estimation of tlieat$ and the confidence intervals.

While designing an experiment it is very importamthink about, for instance, the size of
the random sample, the type of variable and thesstal methods that should be used. For
example, we may use U-test or Mann-Whitney-WilcodghwW-W) test. Some of the parametric
hypotheses tests can be used if we may suppostnghpopulations have a Gaussian distribution,
their variances are known or they have equal veesnand the samples are independent.
However, in many situations, these conditions canbe met and, instead, we may use non-
parametric tests, alternative processes basedsmréstrictive assumptions. For instance, the M-
W-W test is a non-parametric alternative to thed8hit-testfor two samples, and if any of the
parametrical assumptions is not verified, and @al gs to test if two samples come from identical
populations, that is if the two populations have same median. We can test the null hypotheses
1 = 17, against the alternative hypotheses that mayi €., Using this test we have no need to
be sure that the original populations that we aragaring have the same Gaussian distribution,
as need in a Student t-test. M-W-W test is basechoks (ordering of data) and not on the actual
values of the two random samples. To perform &8s, twe may use the same methodology of a
hypotheses parametric test (Freenal.,2000):

o Step 1: To establish the two hypothesesahtl H;

. Step 2: To fix the significance level;

. Step 3: To define the critical region and the ateqe region;
. Step 4: To compute the test statistic;

. Step 5: To compare to thedistribution;

. Step 6: To decide between to reject or not rejgct H

Many times when we are teaching non-parametricstest other tests of statistical
hypotheses, students are from other fields othen tdathematics or Statistics. Almost every
time, students only want to be introduced to the afssoftware: input the data, watch its output
and make a decision only based on the “usual” pevalhey do not begin to ask if the test is
suitable for this kind of data or not, or if thassts require any kind of assumptions or even if
those are met. These are some of the reasonsabatencouraged us to begin a research about
the ideas that the software users - student aedmasers - have about its use for testing statistic
hypotheses. Based on the results of this first irggun order to prepare the students (or
researchers) to use those statistical methods Werwio establish some guidelines for future
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studies, as well some others to answer the questionp should we teach the use of probability
theory to make decisions when testing statistigpbtheses?

RESEARCH AND RESULTS

The research is the analysis of a survey was divatudents and researchers in order to
make a first approach about some topics in testiagistical hypothese#t has been carried out
on a sample of students and researchers of diffecantific areas (other then Mathematics or
Statistics). The questionnaire was given to 35 |geagsearcher workers, Master and Graduate
students in Montes Claros, MG, Brazil and in VileaR Portugal.

The questions were:

1. What kind of scientific work did you publish in tasvo years?

2. Inwhat way did you participate in the work (authow-author or other)?

3. Did you do any statistical treatment or not?

4. If you have used any statistical treatment, setextreatment you have applied.

5. Did you formulate the statistical hypotheses ofny&tatistical tests and did you know if it
was the correct test to be used?

6. Did you base your decision criterion for rejectthg null hypotheses only using p-value?

7. If you have answered p-value, in what did you batedse?

8. Did you ask someone to help you to confirm youtistieal decisions in view of your

scientific work?

9. In affirmative case, who has helped you?

Referring to the first question, we had 85 answ@&msenty were “scientific papers”
(23,5%); but considering only that we had 35 repl&7,1% wrote “scientific papers” in the last
two years. Twenty four answers referred as a “sifienvork” a M.Sc. (11) or a Ph.D. (13), that
is 68% (or 28,2% if we consider all the 85 multipleswers). Other 24 answers also referred as a
“scientific work™ a poster or an abstract in a stigc meeting, that is 68% (or 28,2% if we
consider all the 85 several answers). The remaibgnswers (21,1% of the 85 answers, were
about other “scientific work” (graduation reportexperimental designs reports, textbooks,
seminars and book chapters).

Referring to the second question, 34.3% of the arsstated the condition of “author.”
About the third question, only 5.7% of the answ&ited that the scientific work had statistic
treatment and between those answers (fourth que2i&i5% stated that Analysis of Variance
was the statistical treatment used. Here a remar&t fbe made, we suspect that most of the
students and researchers were related to forestnyal and agricultural sciences in view of the
profiles of our universities research areas anded=g

Lastly the fifth question, 82.9% of the answerdesta‘yes,” meaning that they had
knowledge about formulation of the statistical hymses and they knew that it was the correct
test to be used. Those answers made us very suspicf the nature of the knowledge about the
hypotheses formulation. The truth is that we shdwdde been more careful in the exploring the
concepts implicit in those hypotheses formulations.

In what concerns the sixth question, 37.1% of theners stated that have used “the test
statistic (TS)” and the same percentage answeled T6& and p-value.” Considering the answer
“TS and p-value,” 92.3% of the answers justifiedttthe choice was based in “easiness to work
with p-value” and the remaining 7.7% justified thanly the p-value has an interpretation.” This
remaining 7.7% of the answers “only the p-valuedmaiterpretation” seemed to us that students
and researchers have misunderstanding some p-wndupretation concepts. On the other hand,
the answer “easiness to work with p-value” leadaususpect that students and researchers from
other areas (other then Mathematics or Statisées) using this “easiness” to immediately
conclude their works, forgetting methodological sfigns, determination of the size of effects
and its confidence intervals, as well as samplessiz

Referring to the eighth question, 71.4% of the asvetated that students or researchers
“asked someone to help them to confirm their dte#ik decisions of that scientific work.”
Referring to the ninth question, from the 71.4%tloé previous answers, 36% answered “a
teacher of the same area has helped me” and 40%erats “a teacher of statistics has helped
me.” An independence chi-square test performedbgsing the variables “The decision criterion
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was based in TS or in p-value only” and “In affitime case, who has helped you?” showed that
there is a relationship among the decision critedind the kind of help received by the researcher
(chi-squared TS = 19.393; d.f. = 24; p-value = 8)73

DISCUSSION AND CONCLUDING REMARKS

During the presentation of the results, we haveaaly referred that some answers made
us very suspicious of the nature of the knowledgmuathe hypotheses formulation. As we have
already acknowledged we should have been moreutanghe exploring the concepts implicit in
the hypotheses formulations. We have also assuhmdeveryone used computer software to
make statistical calculations, but we did not refnemto ask it directly, and which was the
software used, and what kind of help they couldvigl® to students or researchers. The
suspicions aroused during the presentation of thesdts lead us to conclude that, perhaps the
main points that need to be explained and explanethe future are those related with the
concepts involved in the use of probability thedoymake decisions when testing statistical
hypotheses. In a brief revue of topics of reseeetdrred in the statistical didactics those coreept
are mainly related witha. the determination of the null hypotheses and the alternative
hypotheses K b. the distinction between type | and type lloest c. understanding the purpose,
use and availability of operating characteristicrees or power curves; and d. understanding the
terminology used in stating the decisigBataneroet al, 1994 and Vallecillos and Batanero,
1997) This review is emphasized by the remarkgedlsvith teaching hypotheses testiagThe
test of hypotheses as a decision problem; b. Pridibab of error and relation between them; c.
Level of significance as the risk of the decisioaken; d. Interpretation of a statistically
significant result (Vallecillos and Batanero, 1997)

At the beginning of this work we suspected that ywsdhould we teach the use of
probabilities to make decisions when testing diatishypotheses?” was not a simple question to
ask but at the end we have got sure that the viatkrteeds to be done is a much bigger task than
we could have imagine. Nevertheless, we are willmgchange in order to promote a chain
reaction among students and researchers. As refydrne research work we need to rethink the
guestionnaire, including questions in order to ssdBe conceptual topics in testing statistical
hypotheses. At the same time we should try a diffeapproach facing the challenges when
teaching this subject and when talking with redeens about it. May be in the future we should
be concerned on how to teach statistical concegptgjsoftware and/or internet statistical applets,
since students and researchers seem be encounatiesirtuse.
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