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PASW (SPSS)/Excel Workshop 3 - Semester Two, 2010

In Assignment 3 of STATS 10x you may want to use Excel to perform some
calculations in Questions 1 and 2 such as:

e finding P-values and/or
e finding t-multipliers and/or

e checking your ‘by-hand’ calculations for hypothesis tests and confidence
intervals about a single proportion and/or a difference between
proportions

You must use PASW (SPSS) to draw the appropriate box plot(s) and to carry
out hypothesis tests and calculate confidence intervals for the data sets in
Questions 4, 5 and 7.

The exercises that follow will help you with the computing skills you will need
for Assignment 3.

Excel Basics

Finding a P-value using Excel — Calculating t Probabilities

In Assignment 3 of STATS 10x you may want to use Excel to perform some
calculations in Questions 1 and 2 such as finding P-values.

Question 1. [ 10 marks ] [Chapter 9] Question 2. [ 9 marks ] [Chapter 9]
(a) Notes: (b) Notes:
(i) Atstep 6 it is necessary to use (i) Atstep 6 it is necessary to use
either a graphics calculator, either a graphics calculator,
PASW (SPSS), Excel or t-tables PASW (SPSS), Excel or t-tables
to determine the P-value. to determine the P-value.

Example: This example is from the lecture workbook, Chapter 9, page 2.
Find the P-value when the t-test statistic, to, = -1.25 and the

degrees of freedom, df, = 49:

1. Click in cell A1.

2. Click the Insert Function button | f | from beside the formula bar.

3. Choose Statistical from the Or select a category box in the Insert

Function dialog box.
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4. Choose TDIST from the Select a function box (Figure 1).

Insert Function

Search for a Function:

Tvpe a brief description of what you want to do and then cick, Go
Go

Or select a category: | Statistical “ |

Select a function:

STDEWP -
STDEWPA i
STEYX

TINY

TREND

TRIMMEAN v

TDIST{x,deg_Ffreedom,tails)
Returns the Student's E-distribukion,

Help on khis function l o] 4 ]l Cancel
Figure 1
5. Click OK.
6. Fill the t-test statistic in the X dialog box.

Note: If your t-test statistic is negative, DON'T type the negative sign.

Type in the degrees of freedom (n - 1).

(Figure 2).

Function Arguments

TDIST

(e = 1.25
EREE:
EREE:

= 0.21723674

%|1.25

Deg_freedom | 49

Tails |2

Returns the Student's t-distribution.

Tails specifies the number of distribution tails to return: one-tailed distribution
= 1; bwo-tailed distribution = 2.

Farmula resul: = 0.21723674

Enter 1 or 2 depending on whether the test is one-tailed or two-tailed

X

[o]'4 ] [ Cancel

Help on this Function [

Figure 2

7. Click OK. (The value of 0.217237 should appear in cell Al.)
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Finding a t-multipler using Excel — Calculating the Inverse of

the Student t-distribution

In Assignment 3 of STATS 10x you may want to use Excel to perform some
calculations in Questions 1 and 2 such as finding t-multipliers.

Example: Find the t-multiplier for a 95% confidence interval with degrees
of freedom, df = 30. (That is: t30(0.025), probability 0.025 and 30 degrees

of freedom).
1. Click on cell A1l.

2. Click the Insert Function button

#x | from beside the formula bar.

3. Choose Statistical from the Or select a category box in the Insert

Function dialog box.

4. Choose TINV from the Select a function box (Figure 3).

Search for a Function:

O select & category: |Statistical

Select 5 Function:

TREMND

TRIMMEAM

TTEST

WAR
TIN¥{probability,deg_freedom)
Returns the inverse of the Student's t-distribution,

Help on this function

=1

Cancel

Figure 3

5. Click OK
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6. Fill in the TINV dialog box (Figure 4).

Function Arguments @E|
TINY
Probability |0.05 =] =005
Deg_freedom |30 i =30

= 2042270353
Returns the inverse of the Student's t-distribution.

Deg_Ffreedom is a positive integer indicating the number of degrees of freedom ko
characterize the distribution.

Formula resulk = 2.042270353
Help on this Function oK | Cancel
Figure 4

Note:

The Excel function TINV calculates the t-value for a two-tailed t-distribution.
So if we want to find the t-value whose probability to the right is 0.1, then in
the TINV function the value for the probability is entered as 0.2, because of

the two-tailed nature of the function.

7. Click OK. (The value 2.042 should appear in cell Al.)

Note:

The examples can be solved by directly typing the formula =TINV(p, df) into

the cell, where:
p is the probability for the two-tailed distribution

df is the number of degrees of freedom for the distribution
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Downloading the Excel Test and Confidence Interval
Calculators

In Assignment 3 of STATS 10x you may want to use the Excel Test and
Confidence Interval Calculators to check your ‘by-hand’ calculations for
hypothesis tests and confidence intervals about a single proportion and/or a
difference between proportions in Question 1 and/or 2. These are available
to you in two places:

1. From Cecil (log in to Cecil in the usual way, click on Assignment
Resources and look for “Single/One proportion” and "“Two
proportions”)

2. Go to Leila’'s Student Learning Centre STATS 10x webpage
www.stat.auckland.ac.nz/~leila

Question 2. [ 9 marks ] [Chapter 9]
(b) Notes:
(iili)  You can check your calculations by using the Excel spreadsheet on Cecil. Look under
Assignment Resources.

Whichever way you do it, access Single/One proportion.xls and/or Two
proportions.xls now.

Let’s have a go at using these two documents!

On the following two pages are some questions from the Worked Examples
document which you can find on Cecil.

We won't be doing the calculations by hand, although you are welcome to try
later - in this workshop we’ll use Excel to do them!

Question 13 [Chapter 9] (similar to Question 2, Assignment 3)

In 2001, the New Zealand Planning Institute (NZPI) conducted a random
survey of its members. The NZPI survey included questions about job title,
location and the types of organisations members worked for. 324 responses to
these questions were received. Some of the information collected from the
responses were:

- 78 responses were received from Senior Planners.

- 38 responses were received from Managers.

- 116 members were located in Auckland.

- 83 members were located in Wellington/Christchurch.

- Of those members who were located in Auckland, 68 were planners
working for a Council.

- Of those members who were located in Wellington/Christchurch, 38
were planners working for a Council.
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(a) State the sampling situation for the difference between the proportion of
NZPI senior planners and the proportion of NZPI members who are
located in Auckland.

(b) By hand, test to see if there is a difference between the proportion of
NZPI members who are senior planners and the proportion who are
managers. Interpret your results.

1. Parameter = pg - py, the difference in the true proportion of NZPI

members who are senior planners and the true proportion who are
managers.

HO: ps - pM = 0
Hl: pS - pM 0
4. Estimate p. - p, , the difference in the proportion of the sample that

were senior planners and the proportion of the sample that
were managers.

78 38
=——-—-=0.2407-0.1173=0.1234
324 324
5. Sampling situation (b): One sample of size n, several response
categories.
2
se(p. - p,) = \/0.2407 +0.1173-0.1234° _ ) (oocoe
324
) = % =3.794, df = oo (working with proportions)

6. P-value = pr(Tew > 3.794) + pr(Tew < -3.794) = 2 X pr(Te > 3.794) =
0.0001 (from Excel)

7. We have very strong evidence:
- against H in favour of H,.

- that the proportion of senior planners is not the same as the
proportion of managers.
The observed difference, 0.1234, is a statistically significant result at
the 5% level.

8. Use estimate + t x se(estimate), estimate = 0.1234, se(estimate) =
0.032526, t=2z=1.96

959% confidence interval is: 0.1234 + 1.96 x 0.032526
= (0.0596, 0.1872)

9 With 95% confidence, we estimate that the proportion of NZPI members
who are senior planners is greater than the proportion who are
managers by between 0.06 and 0.19.
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Useful places to look for help by assignment question

Worked Lecture
Examples Workbook
question page
number number

Assignment
question
number

Q1

Q2

Q3

Q4

Q5

Q6

Q7

Also, don’t forget where else you can get assignment help! They are:

e The STATS 10x forum: www.stat.auckland.ac.nz/forum/10x

e Statistics Assistance Area - ask a tutor or your neighbour
e Statistics Computer Lab - ask a lab demonstrator or your neighbour

e Your lecturer’'s office hours! See Cecil for details - if they don’t suit
you, email or call them to book a time.
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PASW (SPSS)

In Assignment 3 of STATS 10x you must use PASW (SPSS) to draw the
appropriate box plot(s) and to carry out hypothesis tests and calculate
confidence intervals for the data sets in Questions 4, 5 and 7. Instructions
on the question sheet read:

Hypothesis tests in this assignment

® In questions 4 and 5:
® You must follow steps 1, 2, 3, 7 and 9 in the “Step-by-Step Guide to Performing a #-test
by Hand”, Lecture Workbook, page 9, Chapter 9.
e Replace steps 4 — 6 and 8 in the “Step-by-Step Guide to Performing a t-test by Hand”
with the relevant computer output.

Computer use in this assignment
e Make sure you are prepared for questions 4, 5 and 7 before you begin to use the computer.
¢ Hand in computer output for questions 4, 5 and 7.
e Report P-values to 3 or 4 decimal places.
[ ]

When carrying out a two independent sample 7-test using PASW (SPSS) do not assume
equal variances.

To save you typing time, all of the data files required for this workshop can be
found on Leila’s SLC STATS 10x website www.stat.auckland.ac.nz/~leila and
also on Cecil in PASW (SPSS) data file (.sav) format.

Paired Data Comparisons - finding the differences,
plotting the data and carrying out a paired t-test for the
mean difference and/or a sign test for the median
difference

. What is the correct null
Paired t-test hypothesis for this test?

Example: Conduct a paired data t-test for a mean difference of 0.

The head diameters of 18 N.Z. Airforce recruits were measured
twice, once using cheap cardboard calipers and again using
expensive and uncomfortable metal calipers.
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1. Firstly, enter the data into PASW (SPSS) or open the Calipers.sav file.

vaf *Calipers.sav [DataSet1] - SPSS Data Editor

File  Edit “iew Dsta Transform  Analyze  Graphs  Lities  Add-ons  Window  Help
CHE T 0 Bk A Hd E6E 300
|1: cardboard 148 |visible: 3 of 3 varisbles
| Cardboard | Ivletal | war | war | war | war var war | |
1 | 14g] 145 |
2 181 153
5 163 161
4 1582 151
5 1581 145
53 151 150
7 143 150
g 166 163
9 143 147 —
10 185 154
11 185 150
12 156 156
= 162 161
14 150 152
15 156 154
16 158 154
17 143 147
18 163 160
0l [ D
Data View | ‘ariable Yiew
| |SPSS Processor is ready | | | | |

2. Secondly find the differences by:

a. Choose the Compute Variable tool:
Click Transform — Compute Variable

af *Calipers.sav [DataSet1] - SPSS Data Editor

File  Ecit Yiew Data | Iransform  Analyze  Graphs  Uties  Add-ons  Window  Help
EHE B 4o compue varase % Q@ .‘
1 : Cardhoard ’- X Count Values within Cases [Visible: 3 o1 3 Variables
| Cardhoar| ¥X Recode into Same Yariables ‘ wvar | var var | vl |
1 1| %¥ Recode into Different Variables.. k=
2 1| & Automatic Recade
3 1) {8 isual Binning
4 1
B4 Rank Cases
5 1
G 1| & Date and Tme Wizard
7 1| 1 Crete Tine Series...
g 1 @.E Replace Missing Yalues ..
3 1| @R Random Number Generators L
il " @ Run Pending Transforms crl-G
11 195 Tel
12 1586 156
13 162 161
14 180 182
15 156 154
16 188 154
17 149 147
18 163 160

[T

1] B [ [»]

Data View | Yarighle View

|Compute Yariahle... |sPsS Processorisready | | | | |
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b. Get the Compute Variable tool to find the differences:
i. Type “differences” into the Target Variable field.

<& Compute Yariable

Target Variable:

Mumeric Expression:

Click Cardboard.

1.

iii. Click (%,
iv.

v. Click Metal.
vi. Click [*.
vii. Click OK.

5

| Type & Label... |

gy Cardboar

& Wetal

Funcion group.

(umiunal case selection condition)

Al -
Arithmetic

CDF & Noncentral COF
Conwersion

Currert Date/Time
Date Arithmetic 4

Functions and Special Yariables:

£a: Compute Variable

Click |- | (the subtraction button).

Target Warisble:

-
Type & Lakel...

59 Cardboar

Mumeric Expression:
Cardbosrd - Metal

| ¢
& Wetal S :
Function group:
E
+
\Erithmetic
B (CDF & Noncentral CDF
(Canversion
(Currert Date/Time
Dt Arithmetic -
. Functions and Special Yariables:
=

(Dphunﬁ\ case selection condition)

of | peie | gesst || cancel |[ hem |

[ ok || peste |[ meset || comer || hew |

c. The differences will be computed and displayed in the Data Editor.

== *Calipers.sav [DataSet1] - SPSS Data Editor,

Fle Edt Wiew Data Iransform  Analyze Graphs  Utitiss  ASddons  Window  Help
CHA B o0 EE & Ad E4E S0
[1: cardboard [145 [visible: 3 of 3 Variables
| Cardboard ‘ etal ‘ differences | | W y ‘ |
1 [ 128 145 1.00 =
2 151 153 -2.00
Al 163 161 200
4 152 151 1.00
5 151 145 6.00
B 151 150 1.00
7 149 150 -1.00
g 166 163 3.00
9 149 147 2.00 =
10 155 154 1.00
1 185 150 5.00
12 156 156 0.a0
13 162 161 1.00
14 150 1582 -2.00
15 156 154 2.00
16 158 154 4.00
17 149 147 200
18 163 160 3.00
4] I ] |
Data Wiew | ‘arisble View |
SPSS Processorisready | | | ||
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3.

a. Choose the Explore tool:
Click Analyze — Descriptive Statistics — Explore

Thirdly, plot the differences using a boxplot.

*Calipers.sa¥ [DataSet1] - PASW Statistics Data Editor = |E| 1'
File Ecit “iew Data Transform Analyze Graphs Uilties  Addons  Window  Help
= 7 2 [ Al
J%Hg}f Repors | g 5T SN BN 9%
W= = Descriptive Statistics [ [ Frequencies... ez = [1]
12 Cordhoard 148 Tables | s | visible: 3 of 3 Variables
I Cardhoard ” Met i e 4 R ar || war |i war il var il |
1 | 145 General Linear Mocel (3 o -
3 4 Crosstabs
% 151 Generalized Linear Models  » =
Mixed Models » | [ ratio.
3 163 =
7 150 Carrelste » | Eer P,
5 151 Regression » E @-G1 Plots:
Loglinear »
B 151 =
Clagsity 3
7 149
Dimension Reduction 3
a 166
Scale »
E 14 Monparametric Tests 3
1o 155 Forecasting 3
il 155 Survival »
12 156 Multiple Response 3
13 162 @ Mizsing Value Analysis...
14 150 hultipls Imputation 3
15 156 Guality Control »
16 158 ROC Curve...
17 149 T o
18 163 160 3.00
19 ||
— [ s mmnm———— F
- =
Data View | Yariahle View
|Explﬂre |PAE.\N Statistics Processor is ready ‘ | | | | |

b. Click on differences and then click on to send it to the
Dependent List.
Click on Plots (at the bottom) so Statistics aren't displayed.

Dependert List:

& Cardboard
Metal

| differences

Factar List:

Label Cases by:

Dizpla
(@ Both @ Statistics © Piots ‘

D

I Options

x|

§i5 Explore
Dependent List
f Cardhoard f differences
& Wetal
Factor List
-
Label Casss by
Displar
e SR
’VOQom O statiffes @ ‘
—

x|

Click on Plots (at the right) and deselect Stem-and-leaf so only a
boxplot is displayed. Click Continue.

Depencert List:

f Carcboar

& Wetal

& differences

Factar List:

Label Cases by:

Displa
’V® Eoth © Statistics @ Plots

xplore: Plots

xplore: Plots @

-Boxplots B Boxplots ipth
® L B stem-anddeat | J (5) Eaclor levels together | | [
() Depencients together [ |Histogram () Dependents together [ Histogram
() bone () hone

@

[] Normality plots with tests

rSpread vs Level with Levene Test

Mang

O Powver estimation
O Transtormed Power: [natural log

O Untransfarmed

] Mormelity plots with tests

(&) Nong.
O power estimation
O Transtormed Power: [etural log

(O Urtranstormad

rSpread vs Level with Levene Test

cortinue || cance ||

Help ]

cortinue_ || cancel ||

Help ]
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c. Click OK. The boxplot will appear in the Output window.

i3 *Qutputl [Document1] - SPSS Statistics Viewer

File Edt ‘“jew Dsta Transform Insert Format  Analyze Graphs  Utiities  Add-ons  Window  Help
CHAR B K o BnEkh 0® & G965 &l + - NE =58
Eh-{E] Output
Log :
;g Explare differences
(=] Title
Motes
L Active Dataset
g Case Processi 6.007] -
F—{g] differences
Title
Boxplot
4.007
2.00
0.00
-2.00+ S S—
T
differences
4] [ D[« |
| SPSS Statistics  Processar is ready ‘ | ‘

Fourthly, carry out the paired t-test.

a. Choose the analysis tool: Paired-Samples T Test.
Click Analyze — Compare Means — Paired-Samples T Test.

=sf *Calipers.sav [DataSet1] - SP55 Data Editor.

File Edit ‘iew Data Transtorm | Analyze Graphs  LUfiiies Addons  Window  Help
EHE2 B & 5[ reoi » %‘|
‘1 Carchoard |14E Descriptive Statistics » |V\slbla' Jof 3 Variables
| Cardhoard | hiet labise 4 ‘ ‘ | |

| _1_‘ 146 Compare Means ' M Means.. [=|
2 151 General Linear Mol } | U One-Sample T Test
3 163 Generalized Linear Modsls ¥ | & Indepsndent-Samples T Test
4 152 Mixed Models L] n‘!nk Paired-Samples T Test...
= 151 Correlate » | B Onesway anova
g 151 Regression J
7 149 Lpalinesr 1
3 168 Classify »
9 149 Diata Recuction ] -
10 155 scels '
1 155 Honparametric Tests »
12 155 Time: Series »
13 162 Survival 1
12 150 Wissing Value Analysis..
15 155 Multiple Responss J
15 158 Guualty Cortrol 1
17 149 ROC Curve...
18 163 160 3.00

4]

Data View | Wariable Yiew |

Paired-Samples T Test..

PSS Processorisready | | | ||
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b. Select the variables of interest.
i. Cardboard is highlighted. Click %/,

22 Paired-Samples T Test
Paired Yariahles: Qrtions
1 Cardboard Pair Wariablel Wariahle2
& wetal 1
& differences
E3
]
Le
(sl || Paste H Reset ” Cancel ” Help I

ii. Click on Metal.

=2 Paired-Samples T Test E]

Paired Yatiables: .
& Cardboard Pair | ariahle | Watiable2 Onfions...
& Wetal 1 & [Carho..
& differences 2
[+] B
L+]
| OK || Paste H Reset ” Cancel H Help ]

iii. Click [,

wai Paired-Samples T Test
Paired Yariahles:
= Optians ..
& Cardhosrd Par | ‘atisiel | ‘arisbie S
& Metal 1 [Cardba... & [Metal]
f differences 2
E3
B
| &
{ Ok ” Paste ” Reset H Cancel ” Help I

iv. Click OK.

The University of Auckland
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5. Lastly, view and interpret the results.

] *Outputi [Document1] - SPSS Statistics Viewer

Eile  Edit ew Data Tranzform Inzed Format  Analyze Graphs  Uities  Add-ons  Window  Help
cHER BE 00 BxFE @Q® £ w5 djead + - 0@ =585
=H+-{E] Output B
{H Explare
HE) Title
Notes
—@ Case Processi
E=—{E] differances -2.007
tle :
oxplot differences
{&] T-Test
HE] Title
Notes
L& Paired Sample T-Test
L& Paired Sample,
L& Faired Sample Paired Samples Statistics
Std. Errar
hean il Sid. Deviation Mean
Pair1  Cardhoard 164 56 18 6823 1.373
Metal 152.94 18 5.536 1.305 B
Paired Samples Correlations
[ N[ corsiation | sig.
| Fair1 Cardboard & Metal | 18 ] 930 | 000
Paired Samples Test
Paired Differences
95% Canfidence Interval of the
Diffarence
Sid. Error
Mean Std. Deviation Mean Lower Lipper 1 df Sig. (2-tailed
Pair 1 Cardhoard - Metal 1.611 2148 506 544 2.678 3185 17 005
o i I ] B
\

|SPSS Statistics Processor is ready i
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The Sign Test What is the correct null

hypothesis for this test?

Example: Conduct a sign test for a median difference of 0.

A study was designed to determine the effectiveness of a new diet.
Nine people took part in the study. The weight of each person was
recorded and then after three months on the diet, their weights
were again recorded.

1. Enter the data into PASW (SPSS) or open the Diet.sav file.

i42 Diet.sav [DataSet15] - SPSS Data Editor

File  Edit ‘“iew Data Transfortm  Analyze  Graphs  Uities
EHE T b EBER A Hf &

fo |

efore | After ‘ |
1 65 62
2 76 75
3 56 59
4 68 66
5 48 48
6 59 58
7 63 61
8 72 71
9 60 54

2. Choose the analysis tool: 2 Related Sample Nonparametric Test.
Click Analyze — Nonparametric Tests — Legacy Dialogs — 2
Related Samples.

§if Diet.sav [DataSet1] - PASW Statistics Data Editor ) =]
File Edit “iew Data Transform Analyze Graphs  Uliiies  Add-ons  Window  Help
| — - |
(F==7" -[g] o Fers » &ﬂ ﬁ :@ maﬁg _AJ.;'@@ %:
H z =N T - |
i | A— o =) . Descriptive Statistics k L — 7' _ @ = Ii]'u |
|1 Before !BS Tables b i\f’iswble: 2 of 2 Variables
Before Aftel (EEEFEIR LTS Y var | war | wvar | var || war | war
! 1 | ES General Lingar Model 3 -
2 75 Generalized Linear Models B
i 3
3 o Mixed Models
4 ) Correlate 2
= Regression 2
5 45 e
Loglinear »
B £9 =
Clazsify 3
7 B3
Dimension Reduction k
a 72
= Scale 2
= B0
= Monparametric Tests 3 j_ One Sample...
Forecasting »
11 n Independent Samples...
Survival 3
12. Multiple Response L3 i (BAECR STl
— g - = -
13 Mizzing Yalue Analysis.. LGERE BEIETS @ Chi-sguare. .
14 tdultiple Imputation k @ Einottial...
15 Quality Cortral 2 @ Runs...
16 ROC Curve... 1-Sample K-3...
17 W 2 Independent Samples..
18
ﬁ K Independert Samples...
19 L
— E 2 Related Samples.. =
= - ll“ = E K Relsted Samples... L
| Data Wiew Wariable View
|2 Related Samples.. |P&SYY Statistics Processar is ready | [ |_ ’_ |
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3. Select the relevant variables.
Click Before and After.

Click

58 Two-Related-Samples Tests

s —

&7 Betare | Parr | variablet Variabie2 | T ‘
& atter 1

£

~Test Type
Wicoxon
[gign

[ ehemar

[ Marginal Homogeneity

ok |[ paste H Reset H Cancel H Help ]

4. Choose the test type(s).
Click the Wilcoxon box to unselect it. Click the Sign box.
Click OK.

&= Two-Related-Samples Tests

Test P
[P Betare Pair | Wariable! ‘ariable2

& Ater 1 [Befare] [After]

PIE

[«][+]

ol

TestType——————
O

Sign

] MeNemar

[ Marginal Homogensity

o e ) emm ) o J e

5. View and interpret the results.

i *Output10 [Document10] - SPSS Viewer,

Fle Et Vew Dt Dransfom set Fomat Anaze Graphs Ulities Addons Window Help

CHAR B FE 60 Hubk 00 & Gwe ke + - 0@ =58

=& outnat
&~ NParTests NPar Tests
E Title
& notes "
= signTest Sign Test

Tl
Frequencies I
Teststatis

‘Afler- Before_ Negaive Difisrences
Pasitive Differences®
Ties®
Total
a. Aler < Before,
b. After > Before,
. After = Before

a Binomial distribution used
b.Sign Test
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: hat is th
Two Independent Samples - plotting the data ‘c'\(’,r:;::uﬁ

and carrying out a two independent samples t-test BRITLIGESE
for this test?

Example: Conduct a two independent
samples t-test for no difference in the means.

A random sample of 40 cellphones of the same make and model were chosen.
Half of the cellphones were randomly selected to have a nickel-cadmium
battery put in them and the rest had a nickel-metal hydride battery. The talk
time (in minutes) before the batteries needed to be recharged was recorded.

1. Enter the data into PASW (SPSS) or open the Batteries.sav file.

Use a value of 1 for Nickel-cadmium and 2 for Nickel-metal
hydride.

<! Batteries.sav [DataSet1] - SPSS Data Editor

Ele Edt ‘ew Dot Iransform  Anelyze  Graphs  Uilties  Add-gns  Window  Hel
CHE B 60 LBk & Bt 245 %00

1 Battery i | isible: 2 of 2 Variables

[ Eattery Time | ‘ ‘ |
1 52.40 =
1 10270
1 89.20
1 93.00
1 9920
1 8360
1 10530 u
1 53.90
1 83.20
1 7210
1 80.60
1 8310

13 1 78.00
1
1
1
1
1
1
1
2
2

95.40
92.40
102.30
97.00
838.30
B7.70
98.70
EBB.80

73.00 =l
<] I D

Data View | Variable View |
[ |2PSS Processorisresdy | | | | |

2. Assign labels.
Label the values:
Label 1 as Cadmium and 2 as Metal.

waf Value Labels

rValue Labels

Value Speling

Label: |wetal Hydride |

| Al | 1 = "Cadmium"
2 = "Metal Hydride"

| Change

Remove

[ om H[ Cancel “ Help ]

© Student Learning Centre 17 The University of Auckland
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3. Plot the data using a boxplot.

a. Choose the Explore tool:
Click Analyze — Descriptive Statistics — Explore

i52 Batteries.sav [DataSet1] - SPSS Data Editor

File  Ecit “iew Dsta  Transform | &nalyze  Graphs  Uilties  Add-ons Window  Help

Bu E" h” ?mig Reports Dw%~|

|1 : Battery |1 Descriptive Statistics b | 123 Frequencies... ‘Vig\ble' 2 of 2 Wariables

I Battery ‘ T Tables ] Ea Descriptives : | |
1 | 1 Compare Means ¥ e&, Explare... -
7 1 1 1 General Linsar Modsl 3 E Crosstabs.. B
3 1 Generalized Linear Models — » Ratio..
4 1 Mixed Maodels » PP Plats...
5 1 Correlate v | [ a-a Piots...
B 1 Regression ]
7 1 1 Loglinesr » = |
g 1 Classify »
9 1 Data Reduction ]
10 1 Scale »
1 1 Monparametric Tests »
iz 1 Time Series 3
13 1 Survival »
14 1 @ Missing Walue Analysis...
15 1 Multiple Response »
16 1 1 Guality Contral L3
7 1 ROC Curve...
13 1 88.30
19 1 B7 .70
20 1 93.70
21 2 56.80
22 2 73.00 -
(e I
Data View | Variable isw
|Expinre... |sPss Processorisready | | [ [ [ |

b. Assign the variables.

Quantitative (response) variable — Variable box.
Click Time.

Click [,

Qualitative variable (grouping factor) — Category Axis box.
Click Battery.

Click [,

i Explore _ i2 Explore @

ist: ] clent List:
Dependent List e
— f Time
[+]
Factor List: Factor List:

— f Biattery
[]
Labkel Cazes hy: | Lahel Cases by
R [»]]

Di I Di I
Eoth () Statistics () Plots Eoth () Statistice () Plots
® @ @ ® @ @

[ ok || paste H Reset ” Cancel ” Help ] [ o ” Paste ” Reset ” Cancel ” Help ]

© Student Learning Centre 18 The University of Auckland
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c. View and interpret the boxplots.

Fle Edt View Data

Transtorm

= | *Output] [Document1] - SPSS Viewer

Insert

Formst  Analyze

Graphs  Liiss  Add-ons

Window  Help

CHAR B R o0 OBk @% & Gus #jes + - 00

=—E] output
=—{& Explare
(&) Title
[ Motes
=—{E] Battery
=] Title 110.007
L& Case Process
g Descriptives
=[] Time
) Ttle 100.00-
=—{E] stern-ang
(& Title
L3 Battq 50,00
LB} Batte
{7 Boxplat
a
E 000
[
70.00
60.00+
5000
T
Cadmium
[ [ [+]

Me‘ta\
Battery

Iv]

|SPES Processorisready | |

|H. 24, . 857 pt.

a. Choose the analysis tool: Independent-Samples T Test.

Carry out the two independent sample t-test.

Click Analyze — Compare Means — Independent-Samples T
Test.

i *Batteries.sav [DataSet1] - SPSS Data Editor

File Edit Wiew Data Transform | Analyze Graphs  Utities  Add-ons Window  Help
BE% E" h” E'mE'E Reports » %.‘
|1 : Bttery [ Descriptive Statistics 3 |vistale: 2 01 2 varisbles
| Battery ‘ Tirm lebles L < l l | |
1 ! 1 Compare Means L3 M Means... |=|
5 1 1 Genersl Linear Modsl } | T One-Sample T Test
E 1 Generslized Linesr Models | Indepencert-Samples T Test..
4 1 Mixed Models L3 n,!na Paired-Samples T Test...
5 1 Correlate v | B onedvvay anOvA.
B 1 Regression »
7 q 1 Loglinesr » |
3 1 Classify »
g 1 Data Reduction »
10 1 Scale 13
1 1 Monparametric Tests 13
12 1 Time Series »
13 1 Survival 13
14 1 EE Missing Yalue Snalysis...
15 1 Muttiple Response ¥
16 1 1 Quislity Control »
17 1 ROC Curve. ..
15 1 55.30
19 1 67.70
20 1 98.70
21 2 66.50
22 2 73.00 |
a] [ Dl
Data Wiew | “ariable Yiew |
Independent-Samples T Test.. SPSS Processar is ready | | | | |
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b. Select the variables of interest.

Quantitative variable (response) —
Test Variable(s) box.

Click Time.
Click top [,

=2 Independent-Samples T Test

Qualitative variable (grouping
factor) — Grouping Variable box.

Click Battery.
Click bottom .

s Independent-Samples T Test

e Test Variable(s): Cptions... 'I;‘I:::ab\e(s) F—
fTime
[¢]
Grouping Varishle: ;oﬂl,:yn(g?\‘«:riable:
| Define Groups. | [W
ok H Baste H Beset ” Cancel ” Help I Ok || Paste H Reset H Canal H Helpy ]
c. Define the direction of the difference (mean 1 - mean 2 or mean 2
- mean 1).
Click Define Groups.
Type 1 in the Group 1 box and type 2 in the Group 2 box.
Click Continue and then OK.
-~ Opti
a2 Define Groups AL
(%) Uze specified values
ST —
[ Cantinue ” Cancel “ Help l
-
| Ok || Paste H Rezet H Cancel ” Help l
d. View and interpret the results.
T-Test
Group Statistics
Std. Errar
I Mean Std. Deviation Mean
Time  Cadmium 20 | 87080 11 76066 262976
Metal Hydride 20 | 691900 10.30528 2.30433
Independent Samples Test
Levene's Test for Equality of
Wariances tHestfor Equality of Means
95% Confidence Interval of the
Difference
Iean Std. Errar
F Sig. 1 df Sig. (Z-tailed) Difference Difference Lower Upper
Time  Bgual varlances 078 7e0 | sse 38 000 1951500 340651 12.43688 26.50322
Equal variances not 5581 | 37356 oo 1951400 3.49641 1243267 26.58733

© Student Learning Centre

The University of Auckland



THE UNIVERSITY OF AUCKLAND

STUDENT LEARNING CENTRE

STUDENT LEARNING CENTRE
3™ Floor
Information Commons

F-test for one-way ANOV

A What is the correct null
hypothesis for this test?

Example: Conduct a one-way ANOVA F-test for no difference in the groups’
underlying means.

Fifty students learned about the reading methods of ‘mapping’ and
‘scanning’. The method used and increase in reading age was
recorded for each student.

1. Enter the data into SPSS or open the ReadingMethods.sav file.
Use a value of 1 for MapOnly, 2 for MapScan, 3 for Neither, and 4
for ScanOnly for the Method variable (Values column in the
Variable View).
Label Score as Increase in reading age and Method as Reading

Method.

£ ReadingMethods.sav [DataSet1] - SPSS Statistics Data Editor

Fle Edt Yiew Data

Transform  Analyze  Graphs

Utitiss  Add-gns  Window  Help

CEHE E b0 8Ek A BAd E6F 300 %

1 ncrease

|01

|wisible: 2 of 2 Variables

[ increase method

0.1

OO R R R M R R R R R R R RO RD

[l

[»]

| Data View | ‘arisble Yiew

[5PS5 Statistics Processor s ready| | | ||

2. Plot the data using a boxplot.

a. Choose the Boxplot tool:

Click Graphs — Legacy Dialogs — Boxplot

i ReadingMethods.sav [DataSet1] - SPSS Statistics Data Editor

File Ecit Yew Data Transform  Analyze

Graphs  LUilties

Add-gns  Window  Help

CHA T 00 LBk &

1 incresse 01

Chart Buiider.

Graphhord Template Chooser. P - \visible: 2 of Z Variables

increase | method | |

1

2 32
5 43
4 05
5] 19
B 33
7 25
8 3B
g 0.4
10 23
1" 1.4
12 07
13 01
14 02
15 04
16 09

MR M M R MM R R R R R MR

Legaoy Dialogs

b ([ Bar

3D Bar -3
Line. L
el ares

@ rie.

[ Hioh-Low

Boxgot.

[#] Error Bar

A Population Pyramid
ScatterDat

[t Histooram,

Interactive »

[l

IO

Data Wiew | Variable View |

|Boplet...

|SPSS Statistics Processorisready| | | | |
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b. Pick the appropriate

plot.

Simple is
selected

by default. | || gy || smoe

Click
Define.

C

@ ‘E Cluztered

rData in Chart Are

@ Summaties for groups of cases

O Summaries of separate variahles

| Define ” Cancel ” Helgp ]

<2 Define Simple Boxplot: Summaries for Groups of Cases

Werighle:
& Reading Method method] A

Lapel Cases by
]

Panel by

Rows

[ Hest varisbles tno empty rows)
Cojumns:

[ Mest variables (no smpty columns)

[ ok [ pee H Reset ” Cancel H Help ]

. Assign the variables.

Quantitative (response)
variable — Variable box.
Click Increase in Reading
Age [increase].

Click .

Qualitative variable (grouping
factor) — Category Axis box.
Click Reading Method
[method].

Click [,
Click OK.

E] = Define Simple Boxplot: Summaries for, Groups of Cases.
T Wariable:
.
‘ - ‘ & Increass in Reading Age [increa o
Category Axis:
¥ | [ZR
5 Reading Methad [method]

Label Cases by
(4]

Panel by

Rows
[+]

[ Mest variables (o smpty rows)
Columns:

[»]

[ Mest variables (no smpty columns)

S = = =R [

d. View and interpret the boxplots.

o= | *Qutput1 [Document1] - SPSS Statistics Viewer,

File Edit ‘iew Dsta Trensform Insedt Formst  Analyze Graphs  Utilties  Add-ons  Window  Help
CHAR BE 00 BLFEH @ & G¥s Gl + - 0@ 58
E—{E] output i i B
=] Explore Increase in Reading Age
=) Title
) Motes
=—{&] Reading Method
=] Title
LB Case Proces:
& Increase in R
Title 4.0
Boxplot
38
.
o | |
=]
-y
o
£
T 204
o 44
14 L]
=
[
w
o
o
=4
o
£ oo+
2.0
T T T T
MapOnly MapScan Neither ScanOnly
Reading Method
[ I D] E
| SPSS Statistics Processorisresdy | | |H 26, T16 pt
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5.

Carry out the F-test.

a. Select the analysis tool: One-Way ANOVA.
Click Analyze — Compare Means —» One-Way ANOVA.

vat ReadingMethods.sav [DataSet1] - SPSS Statistics Data Editor

Fle Edt Yiew Data Iransform

Znelyze | Grephs  Uities  Add-ons  Window  Help

EHE T o0 5B

1+ increase GE
increase meth
C 1 01
2 3.2
3 4.3
4 05
5 1.8
B 33
7 25
3 36
il 04
10 23
11 -1.4
12 07
13 01
14 02
15 04
16 0.9

Data View | ‘ariabls View |

——
(One-iay ANOWA,

Reports
Descriptive Statistics
Tebles
Compere Means
General Lingar hocel
Generalized Linear Madels
Mixed Madels
Correlate
Regression
Loglinear
Classify
Dimension Reduction
Seale
Monparametric Tests
Forecasting
Survival
Multple Response
Missing Value Snalysis.
Multjple Imputation
Gualty Cartral
ROC Curye..

20

T
|Visible: 2 of 2 Variables

: L

One-Zample T Test.

Independent-Samples

E Onevay ANova

ok, Baired-Samples T Test...

T Test..

»
>
>
>
3
>
»
»
L3
»
»
b
b
»
»
>

I

|SPSS Statistics: Processorisready| | | | |

b. Select the relevant variables.

Quantitative (response) variable — Dependent List box.
Click Increase in Reading Age [Score].

Click [,

Qualitative variable (grouping factor) — Factor box.
Click Reading Method [Method].

Click [,

a2 One-Way ANOVA

Dependent List

f Increase in Reading Ag...

& Reading Methad [method]

Factor:
[ ]

Contrasts...

Options

[ o

|| Paste H Reset ” Cancel ” Help I

a: One-Way ANOVA

Dependent List:

Contrasts...

Options

f Incresse in Reading 2Aa...

Factar:

E Reading Method [method]

[ o

” Paste ” Reset H Cancel ” Hela ]

Select the relevant output tables.
Click Post Hoc.

&2 One-Way ANOYA

Dependent List:

Click the Tukey box.

i One-Way ANOVA: Post Hoc Multiple Comparisons

Equal Variances

f Increase in Reading Ag..

[ILso

[ sehetfe
[ RE-G-WF
[RE-GWaG

[ Bonterrar
[ sidak T

[] wisller-Duncan
Type IiType || Error Ratio:

] Dunngtt

W Control Category - [Last ~]
["] Hochierg's GT2 eS|
[ ] Gabriel ®) 2-sited (O =control ()= Control

Factor:

& Reading Method [method]

[ o

” Paste ” Reset ” Cancel H Help ]

’rEquaI Variances Not

[ITemhane's 72 [ |Dunnetts T3 [ | Games-Howel [ | Dunnett's C
Significance lvel
[ Contirue | [ Cancel ] [ Help ]

Click Continue.
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4,

Click Options.

Click the Descriptive box.

Click Continue and then click OK.

One-Way ANOVA: Options

Dependent List:

f Incresse in Reading A4...

¢

Factar:

E Reading Method [method]

Cgns )

[ ok

” Paste ” Reset ” Cancel ” Help ]

View and interpret the results.

C=
o random effects
D Homogeneity of vatiance test
D Brown-Forsythe

[ waelch

[ Mesnes plot

rMissing Values

@ Exclude cases analysis by analysis

O Exclude cases listwise

[ Cortinue ” Cancel ” Help

File  Ecit Wiew Data  Transform  Insert  Format  Analyze  Graphs  Utlities  Add-ons Window  Help
=dak B o BnEh 0O £ G5 Gl + - B0 =587
[E] Output o B
E—{E] anewsy neway
Descriptives
Increase in Reading A
95% Confidence Interval for
M Mean Gid _Deviation | Std. Error | L ower Bound Upper Bound | Minimum | Maximum
= {E] Homogeneous S WMaponly 12 1.233 14412 4160 I8 2149 1.4 36
=] Title MapScan 22 1.459 1.5435 3291 778 2143 -1.4 4.3
hcrease in R Meither 9 -.956 1.1348 3va3 -1.428 317 -2.0 1.6
ScanOnly T 814 1.3018 4920 -.290 2118 -9 33
Total a0 966 1.9676 2217 520 1.412 -2.0 4.3
ANOWA
Increase in Reading Ane
Surm of
Snuares of Mean Souare F Sig.
Between Groups 27.0682 3 9.021 4.445 oog
Within Groups 93.391 46 2.029
Total 120,412 49
Post Hoc Tests
Multiple Comparisons
Increase in Reading Age
Tukey HSD
95% Confidence Interval
Ifean o |
Difference (-
od )] Std. Error Sig Lower Bound | Upper Bound
MapOnly MapScan -.2258 6112 871 -1.088 1137
Meither 1.7889" 6282 03z 115 3.463
ScanOnly 3140 677E 965 -1.487 2125
MapScan MapCnly 2258 6112 8971 -1.137 1.688
Heither 20148 5637 .0os 812 3.917
Scanonly 5448 6182 815 -1.103 2193
Meither MapOnly -1.7889 6282 032 -3.463 -11a
MapScan -2.0148 G637 .00a -3.017 =912
ScanOnly -1.4698 7178 186 -3.383 444
Scaninly MapCnly -.3180 6775 965 -2125 1.487
MapScan -.5448 6182 815 -2.193 1102
Heither 1.4698 7179 186 -.444 3.383
*.The mean difference is significant at the 0.05 level =
[4] I 0
|SPSS Statistics Processor isready | | |H: 26,V 1038 pt
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